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Generating Synthetic Systems of Interdependent
Critical Infrastructure Networks
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Abstract—The lack of data on critical infrastructure systems
has hindered research progress in modeling and optimizing the
system performance. This study develops a method for generating
synthetic interdependent critical infrastructure networks (SICIN)
using simulation and nonlinear optimization techniques. SICIN
consists of three components: 1) determining the location of fa-
cilities in individual networks via a modified simulated annealing
algorithm; 2) generating interdependent links based on a novel
pseudo-tripartite graph algorithm, and 3) simulating network flow
using nonlinear optimization considering the operations of individ-
ual networks and their interdependencies. Two existing systems of
interdependent infrastructure networks are used to validate the
proposed method. The results demonstrate that SICIN outper-
forms state-of-the-art simulation methods according to multiple
topological and flow measures of similarity between the simulated
and real networks. The outcomes of this research include 1) a
sample of a simulated system of interdependent networks that can
serve as a test case for infrastructure models and 2) a generalized
algorithm that can be used to generate synthetic interdependent
infrastructures given partial data of any real network.

Index Terms—Interdependent networks, optimization,
simulation, synthetic infrastructure, system analysis.

NOMENCLATURE

Symbols

W,P,G Water, power, and gas networks.
W→ P Power network depends on water network.
P→W Water network depends on power network.
G→ P Power network depends on gas network.
P→ G Gas network depends on power network.
d, t, s Demand, transmission, supply facilities.
nd, nt, ns Number of demand, transmission, and supply

nodes.
SS Similarity score.
τm Topological feature of network m.

Indices and Sets

M Set of networks, M = {W,P,G,W
→ P,G→ P,P→W,P→ G}.
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T Set of time periods, T = {1, 2, . . ., | T |}.
Nm

d ,Nm
t ,Nm

s Set of demand, transmission, and supply nodes
in network m ∈M.

Nm Set of nodes in network m ∈M, Nm =
Nm

d ∪Nm
t ∪Nm

s .
Nm

+ (i),Nm
− (i) Set of neighborhood nodes dominated by node

i and dominating node i in network m.
Am Set of arcs in network m, arc amij (i, j ∈ Nm)

points from node i to j.
Em(i) Set of closest edges relying on node i in net-

work m.
S Set of discrete area segments in region S.

Decision Variables

f t
k Flow on arc k ∈ {AW,AG,AW→P,AG→P}

at time t ∈ T .
lti Power load of node i ∈ NP at time t ∈ T .
prti Pressure of node i ∈ {NG,NP

s } at time
t ∈ T .

Matrices and Vectors

Am Adjacency matrix of network m where
Am

ij = 1 denotes an arc amij ∈ Am.
Cm Closeness matrix of network m where Cm

ij is
the distance between nodes i, j ∈ Nm.

Dm Degree sequence of network m where Dm
i

denotes the degree of node i ∈ Nm.
rmi Geographic coordinates of the node i ∈ Nm.

Parameters

ϕ(s) Population of area s ∈ S .
T0, Tmin The initial and the minimum temperatures

controlling simulated annealing.
c, c′ Cost of the solution and its updated value in

simulated annealing.
α Cooling ratio in simulated annealing.
λ The parameter of the Poisson distribution.
au, bu, cu Fuel consumption coefficients of generating a

single unit of electricity per unit of time.
H Heating value of natural gas.
Had,t

ij Enthalpy change of arc aij ∈ {AG,AG→P}.
Z Compressibility factor of natural gas.
Rs Universal gas constant.
Ti Temperature of node i ∈ {NG,NG→P}.
κ Isentropic exponent.
ηij Adiabatic efficiency of the compressor in-

stalled at arc ij ∈ {AG,AG→P}.
ρ Density of the water.

1937-9234 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Vanderbilt University Libraries. Downloaded on October 05,2023 at 16:11:49 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-6908-508X
https://orcid.org/0000-0002-0973-7725
https://orcid.org/0000-0003-3641-6449
mailto:yu.wang.1@vanderbilt.edu
mailto:jinzhu.yu@vanderbilt.edu
mailto:hiba.baroud@vanderbilt.edu
mailto:hiba.baroud@vanderbilt.edu


3192 IEEE SYSTEMS JOURNAL, VOL. 16, NO. 2, JUNE 2022

g Gravitational constant.
hi Elevation of node i ∈ {NW,NW→P}.
β Hazen–Williams coefficient.
dij Diameter of arc (pipe) aij ∈ {AW,AG}.
pH,t
ij (pL,t

ij ) Power used to overcome the elevation differ-
ence (friction loss) in transporting water along
arc aij ∈ {AW,AW→P}.

ptij Power consumption of arc ij ∈ Am,m ∈M.
K Conversion ratio of the water cooling effect.
zm,t
i Demand for resources at demand node i ∈

Nm
d ,m ∈ {W,P,G} at time t.

δ1 − δ5 Parameters for defining relationship between
gas pressure and flow.

e Efficiency factor.
Prs, Ts Absolute pressure (520 R) and temperature in

standard conditions (14.73 psia).
χ Ratio of gas molecular weight to that of air.
φ Gas compressibility
cm Cost of transporting a single unit of resource

in network m ∈ {W,P,G}.
xm,t Demand of resource m ∈ {W,P,G} per per-

son at time t ∈ T .

I. INTRODUCTION

A. Motivation

INTERDEPENDENT critical infrastructure (ICI) networks,
such as power grids, water and gas distribution networks,

telecommunication networks, and multimodal transportation
networks, provide essential services to society. As a result of
technology development and greater reliance on the services of
critical infrastructure, these systems have become increasingly
complex [1]–[3]. Infrastructure networks interact with each
other through interdependencies that are bidirectional inter-
actions across individual networks that influence the overall
system operations. Accurate assessment of the system-level
performance of interdependent infrastructure networks is es-
sential to the strategic allocation of resources that maintain and
protect these systems as well as accelerate their recovery after
disruptions [4], [5]. Ideally, the system-level performance would
be evaluated using real networks where complete information
is available on the network topology, spatial characteristics,
and operational parameters, such as capacity and flow within
individual networks and across networks through interdepen-
dent links [6], [7]. However, data on the topology and flow of
critical infrastructure are typically not publicly available due to
privacy and security concerns [8]. Additionally, information on
the presence and importance of interdependent links is usually
not available due to the decentralized management and lack of
coordination across different infrastructure sectors [4]. Ex-post
disaster studies have revealed that interdependencies across
infrastructure sectors do not behave as expected [9]. Recent
studies emphasize the need for an accurate representation of
interdependencies through a better assessment and characteriza-
tion of uncertainty [10]. However, researchers have had to rely
on hypothetical examples and simulations that simplify this rep-
resentation due to the lack of real data [1], [8], [11]. Therefore,
we develop an approach to generate synthetic data that provide

an accurate characterization of interdependent infrastructures
and enable improved modeling of their performance.

B. Background

Prior studies have advanced 1) model-based simulation
algorithms to support infrastructure network modeling and
2) methods to generate synthetic infrastructure data.

For model-based approaches, synthesizing the topology of
infrastructure systems is not the immediate objective. How-
ever, some studies have relied on the simulation of certain
aspects of interdependent infrastructure networks such as net-
work flow [12], [13]. For instance, enhancing the resilience of
power-gas networks is achieved using flow optimization under
the worst case scenario, resulting in the deviation of the opti-
mized flow from the real one [5]. Other studies optimize the
use of assets across power and water networks by simulating
the system considering only one-way dependencies [14]. Most
model-based simulation approaches classify facilities into two
types: the supply facilities that provide resources and the demand
facilities that receive and distribute resources to end-users [8].
To simulate the network topology, supply nodes are randomly
distributed in a prescribed area and demand nodes are added
sequentially with random coordinates within that area. Newly
added nodes are connected to existing ones via undirected links.
The initial flow of the simulated network is computed based
on nodal betweenness centrality, i.e., the load on each node
is computed as its betweenness centrality, and the flow along
a certain link equals the number of paths that pass through
that link between every pair of supply and demand nodes [15].
However, most of these studies have only considered physical
interdependencies. For example, physical interdependent links
between two facilities are modeled based on the geographical
distance and the cascading failure along the interdependent link
is evaluated as a conditional failure probability [8]. Other studies
consider interdependency as an absolute relationship where a
facility cannot operate when the facility it depends on is not
operating [16]. Extensions of this approach include 1) manu-
ally adding edges between disconnected components to ensure
network connectivity [1] and 2) incorporating topological and
physical constraints governing individual networks (e.g., the gas
pipeline model [17] and the DC optimal power flow model [18]).

Approaches that focus on generating synthetic infrastructure
data have recently garnered attention with methods relying
on partial real infrastructure and socio-economic data. These
methods do not necessarily represent a real community but are
intended to provide researchers access to rich infrastructure data,
allowing them to investigate their performance. For instance,
Centerville is a virtual city designed with transportation, wa-
ter/wastewater, and power systems. The systems are generated
such that the demographics (e.g., age, income, and employment
sectors) are statistically identical to those of a real city. The node
layout is contrived to enable certain situations to be tested and the
links across infrastructure systems are set up along road links
of transportation networks [19]. Other approaches use partial
real data to synthesize the network structure for an individual
infrastructure. Examples include the IEEE N-bus power and gas
systems [20] as well as recent work on using water demand,
source locations, and the road network to synthesize network
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topology and component characteristics of water distribution
networks [21]. However, the majority of these methods do not
consider interdependencies, and some studies have assumed that
each network has only one type of facility, i.e., all facilities share
the same functionality in the system and are distributed with
probability proportional to the population density [11].

While multiple simulation methods have been developed to
facilitate research on infrastructure performance modeling, there
are several limitations to their ability to model infrastructure
operations and interdependencies. First, model-based simula-
tion approaches have made various attempts to characterize
interdependencies; however, the strong assumptions made in
these methods result in unrealistic simulated ICI systems. These
methods assign the locations of nodes randomly, whereas, in
reality, geographical features and population distribution often
determine facility locations. For example, water storage tanks
are commonly built near populated areas to ensure timely and
cost-effective water distribution while nuclear power plants
must be built away from communities. Second, topology-driven
approaches hardly guarantee the connectivity of generated net-
works, which may violate flow conservation rules and potentially
lead to infeasible solutions of the flow (e.g., unmet user demand).
Finally, the interdependent links in these approaches are first as-
sumed based on domain knowledge and modeled as an absolute
relationship even during disruptions, which fails to capture the
uncertainty and statistical features of interdependencies (e.g.,
even though the gas pipelines survive the disruption, they could
still lose functionality if the pressure is too low to transport the
gas) [10]. Synthesizing infrastructure data depicts a more real-
istic picture of ICIs by capturing interdependent link operations
under uncertainty (e.g., capacity, flow, etc.), especially given that
information on flows across ICIs is often lacking.

C. Contributions

We address the aforementioned limitations of state-of-the-art
approaches by proposing a new method to generate synthetic
interdependent critical infrastructure networks (SICIN). The
outcome includes 1) a fully characterized system of interde-
pendent power, water, and gas networks that can be used to
validate and demonstrate models about infrastructure networks,
and 2) the corresponding algorithm that can either be applied
or adapted to generate synthetic infrastructure networks. We
compare SICIN with state-of-the-art simulation methods using
two systems of ICIs. Below is the list of research contributions.

1) We formulate the problem of determining facility loca-
tions as an optimal distribution problem and develop a
modified simulated annealing (SA) algorithm to efficiently
solve the proposed problem.

2) We devise a pseudo-tripartite graph algorithm to generate
infrastructure networks, which ensures the connectivity
of generated networks, guarantees the conformity of the
associative degree distribution to real networks, and char-
acterizes the supply-transmission-demand level of infras-
tructure facilities.

3) We simulate the network flow by solving a nonlinear
optimization problem that minimizes operational cost.
The constraints are strictly designed by considering both

Fig. 1. Interdependencies across power, water, and gas networks at the county
or city level.

operational routines of individual networks and their in-
terdependencies.

The rest of this article is organized as follows. Section II
introduces the ICI system. SICIN is described in Section III
(topology simulation) and Section IV (flow optimization). The
numerical results are presented in Section V, followed by the
conclusion in Section VI.

II. INTERDEPENDENT CRITICAL INFRASTRUCTURES

This section describes the power–gas–water networks con-
sidered in this study, including their definition, characteristics,
and operation. The systems considered throughout this article
are assumed to operate at the city or country levels.

In the gas network, the community receives natural gas
from external sources (e.g., interstate gas transmission network)
through the gate station. Then, the natural gas is transported
(driven by the pressure difference generated using electric com-
pressors) through pipelines to users such as households, compa-
nies, and the dependent networks (e.g., gas-fired power plants).
In power grids, the electricity generated from natural gas is
stepped up to a high voltage by transformers and transported to
transmission substations where the electric power is then stepped
down to a distribution-level voltage. Finally, upon arrival at the
service location, the power is stepped down further from the
distribution voltage to the service voltage. Besides residential
and industrial users, electricity is consumed by other dependent
networks. The compressors in gas networks require electricity to
generate pressure and transport natural gas. The water network
requires electricity to distribute water through the use of pump-
ing stations and storage tanks. A portion of water in storage tanks
is delivered to power plants for cooling purposes. The operations
and interdependencies across the three networks are depicted
in Fig. 1. The interdependencies across the three systems are
considered at the county/city level. For many large-scale power
and gas systems, the transmission system can span multiple
states and counties. The spatial scale of the simulated systems
can then be adjusted based on the choice of geographic boundary.

The facilities in each of the three networks are classified into
three types: supply, transmission, and demand. Each type is
illustrated using different shapes of the nodes as shown in Fig. 1.
Water and gas pipelines and electrical wires are represented by
links. The solid lines represent the links within networks and
the dashed lines represent links between networks. Links in
each network are assumed to only connect nodes of different
types, except for the links between demand nodes (i.e., no edge
exists between supply nodes or transmission nodes). The natural
supply of gas and water is assumed to be unlimited.
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The interdependencies are represented as a set of pairwise
node–node and node–link dependencies. In node–node depen-
dencies, Gd → Ps refers to the dependency of power supply
nodes on gas demand nodes to generate electricity, and Wd →
Ps refers to the dependency of power supply nodes on water
demand nodes for cooling purposes. In node–link dependen-
cies, Pd → Gpipe refers to the dependency of gas pipelines
on electricity from power demand nodes to transport natural
gas [22], and Pd →Wpipe refers to the dependency of water
pipelines on electricity from power demand nodes to transport
water. The electric power is used to overcome head loss and
friction loss. Both water pipelines and gas pipelines consist
of intranetwork and internetwork links, such as gas pipelines
between gas demand nodes and gas pipelines from gas demand
nodes to power supply nodes. Within each individual network,
flow moves from the supply to demand nodes and customers,
whereas in dependent networks such as Gd → Ps, the flow
moves from gas demand nodes to power supply nodes, which
derives from their interconnection (Fig. 1). A similar interde-
pendence mechanism between gas and power networks is shown
in [1] and between power and water networks in [15].

Given the operations of individual infrastructure networks and
their interdependencies, our approach for generating synthetic
ICI systems is composed of three components: 1) determining
the location of facilities in individual networks, 2) generating
interdependent links based on a novel pseudo-tripartite graph
algorithm, and 3) simulating network flow using nonlinear op-
timization. While the method is illustrated using a power–gas–
water network, the approach can be adapted to simulate other
types of infrastructure networks given the respective topological
characteristics and physical laws.

III. TOPOLOGY EXTRACTION

The simulation approach for the topology of interdependent
infrastructure networks requires information on the area’s geo-
graphic boundary, population distribution, and daily consump-
tion to generate 1) node locations and 2) the relationship between
the nodes.

A. Node Location

Transporting resources from supply nodes to demand nodes
in infrastructure networks incurs a cost proportional to the
distance and amount of flow. To minimize such cost, the node
location should be determined such that the overall distance
between every user and their nearest node is minimized [11],
[23], [24]. The overall distance is calculated by integrating over
the distances between users and their nearest demand nodes.
For example, the target network m is located in the area S and
for any subarea s ∈ S , the population density is ϕ(s), and the
geographical coordinate of this subarea is rs. We calculate the
distance between the centroid of this subarea s and its nearest
demand node i by mini∈Nm

d
||rs − ri||, i.e., we find the nearest

demand node i from the set of demand nodes Nm
d in network

m and calculate its distance to the centroid. For subarea s, the
population density is ϕ(s) and its area is ds. As such, the total
population isϕ(s)ds and the total distance to access resources in
s from the nearest demand node i ismini∈Nm

d
||rs − ri||ϕ(s)ds.

To get the overall distance of all populations in the area S

to reach their corresponding nearest demand nodes and access
resources, we integratemini∈Nm

d
||rs − ri||ϕ(s)ds over all sub-

areas s ∈ S , which leads to

f(rNm
d
) =

∫
S

min
i∈Nm

d

‖rs − ri‖ϕ(s)ds,∀m ∈M (1)

Similarly, the locations of transmission nodes and supply nodes
are determined by minimizing the distance from every demand
node to the nearest transmission node and every transmission
node to the nearest supply node, as follows:

f(rNm
t
; rNm

d
) =

∑
i∈Nm

d

min
j∈Nm

t

‖rj − ri‖, ∀m ∈M. (2)

f(rNm
s
; rNm

t
) =

∑
i∈Nm

t

min
j∈Nm

s

‖rj − ri‖, ∀m ∈M. (3)

Constraint (4)

rNm
i
⊂ S, ∀i ∈ {d, t, s} (4)

imposes geographical restrictions on selecting node locations
rNm

i
, and S excludes all infeasible locations such as locations

that are already occupied and locations where geological con-
ditions are unsuitable to build infrastructure facilities. Note that
specific landscape constraints are not taken into account in order
to enable the applicability of our approach in different contexts
and areas. Since such constraints vary significantly from one
area to another, they can be incorporated by adapting constraint
(4) to reflect the area’s specific characteristics.

The problem given by (1)–(4) is a p-median problem, which
has been proven to be NP-hard [25], i.e., no polynomial-time
solution is available. One of the predominant algorithms for
solving the p-median problems is metaheuristics, such as tabu
search and genetic algorithm (GA) [26]. A metaheuristic algo-
rithm, SA [27], [28], is modified and implemented to approx-
imate the global minimum of the overall distance in (1)–(3).
Compared to other metaheuristics, SA has been shown to sta-
tistically guarantee an optimal solution for arbitrary problems
with a large enough initial temperature and a proper temperature
schedule [29]. Additionally, SA has been widely used to solve
the p-median problem [25], [30]–[32]. The key feature of the
SA algorithm is that it can avoid local minima by allowing
hill-climbing moves (moves to a worse solution) probabilisti-
cally according to the Metropolis criterion [33]. We modify the
original SA by replacing the fixed number of iterations UB at step
3 in Algorithm 1 with an iteration variable UB(T0) that increases
monotonically as the temperature T0 decreases. Furthermore,
we reduce the search space as the temperature increases. A
smaller number of iterations with a larger search space at higher
temperature allows the full exploration of the feasible space and
thus increases the chance of finding the neighboring area of the
optimal solution, i.e., coarse search with higher variance for
promising solutions. As the temperature decreases, the number
of iterations increases with a smaller search space to promote
a fine search, allowing the algorithm to precisely locate the
optimal solution in neighboring areas.

B. Adjacency Relationship

Once the node location is determined, the adjacency relation-
ship among nodes is required to simulate the network topology.
Most existing approaches generate links among nodes based on
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Algorithm 1: Modified Simulated Annealing (MSA) for
Optimizing the Location of Demand Nodes

Input: area S , population distribution ϕ(S), the number of
demand nodes nd, the initial and the minimum temperature
T0, Tmin, the cooling ratio α, and the upper bound of the
iteration number at each temperature UB(T0)

Output: location of demand nodes rNm
d

1: Construct the initial feasible solution by randomly
assigning node coordinates within the area S and
calculate the cost c by (1)

2: while T0 > Tmin do
3: for i← 1 to UB(T0) do
4: Generate a new feasible solution by changing

the location of a randomly selected demand
node; the search space reduces as the
temperature increases

5: Calculate the new cost c′ by (1) and the
acceptance probability p = exp( c−c

′

T )
6: Generate a random number j ∼ U(0, 1)
7: if p >= j then
8: Update the solution and the cost c← c′

9: end if
10: end for
11: T0 ← T0 × α
12: end while
13: return rNm

d

the spatial proximity and the node degree [1], [8], [16], [34].
However, this method fails to guarantee that 1) simulated net-
works are connected, and 2) their topology features are similar to
real infrastructure networks. For instance, the degree distribution
of the simulated network often does not match the typical
Poisson distribution of infrastructure networks [35]. Therefore,
we develop a pseudo-tripartite graph algorithm to simulate ICIs
with the prescribed degree distribution obtained from real in-
frastructure networks. Each individual infrastructure network is
treated as a pseudo-tripartite graph, wherein the three partitions
correspond to supply–transmission, transmission–demand, and
demand–demand. The adoption of the tripartite graph structure
derives from the fact that 1) nodes in most infrastructure net-
works are categorized into supply, transmission, and demand
nodes depending on the function of the facilities represented by
the nodes, and 2) edges represent pipelines or power lines that
transport resources between nodes of different types. Similar
types of infrastructure display particular properties, such as de-
gree distribution [36]. Thus, node degree distribution is extracted
from real and similar types of networks to produce realistic
topological features of simulated networks. The procedure for
generating pseudo-tripartite graph with prescribed nodal degree
distribution is summarized in Algorithm 2.

In both the real infrastructure network m′ and the network to
be simulated m, the numbers of supply nodes are nm′

s , nm
s , the

numbers of transmission nodes are nm′
t , nm

t , and the numbers
of demand nodes are nm′

d , nm
d . Steps 1 and 2 fit a Poisson

distribution to the degree sequence Dm′ of the network m′.

Step 3 samples a degree sequence Dm from the fitted Pois-
son distribution. Steps 4–15 generate the network m of tripar-
tite structure using the sampled degree sequence Dm, where
{Ns,Nt} and {Nt,Nd} correspond to supply–transmission and
transmission–demand partitions. Steps 9–14 recheck the con-
nectivity of the network, and once an isolated node is found in
N2, an edge is added between that node and its nearest node
in N1. The name “pseudo” derives from the fact that when sets
{N1,N2} = {Nd,Nd}, Steps 5–8 add edges between demand
nodes and the resulting graph is not tripartite. Adding edges
between demand nodes is a reasonable approach since some
resources are transported to demand nodes via other demand
nodes instead of directly from supply or transmission nodes.
The generated network m is acyclic and its degree distribution
is approximately the same as the real infrastructure network
m′. It should be noted that the degree sequence used to fit
the Poisson distribution Dm′ comes from the infrastructure
network m′, which is required to be of the same type of the
target network m. Given that the degree distribution is shared
by similar infrastructure sectors, data from any given network
of the same type of infrastructure m′ can be used to fit the
parameters of the Poisson distribution. The time complexity
for this algorithm is near-linear and thus well-accepted. Step
1 takes O(|Nm|+ |Am|) to calculate the degree sequence of
network m. Distribution fitting in Step 2 is fast using existing
functions in any computing platform. Step 3 takes O(1) to
sample from the continuous Poisson distribution. Steps 4–16
perform nearest neighbor search for every node, which takes
O(|Nm|2) if using the naive brute force search and can be further
reduced to O(|Nm| log(|Nm|)) using KD-tree [37]. The total
time complexity is then O(|Nm| log(|Nm|) + |Nm|+ |Am|).

IV. MODELING INTERDEPENDENCY AND FLOW

Current simulation methods and infrastructure models assume
that interdependencies are fixed and binary, whereas in real-
ity, these links are uncertain and dynamic, especially during
disasters [10], [38]. We propose to generate interdependent
links along with their corresponding capacity given the network
topology and flow initialization. The approach is formulated as
an optimization problem that minimizes the network operational
cost subject to physical constraints of the three networks and
their interdependencies.

A. Interdependent Links

The physical links for dependencies Gd → Ps,Wd →
Ps,Pd → Gpipe, and Pd →Wpipe illustrated in Section II are
added based on geographic proximity (Euclidean distance) [8],
[16], [39]. For instance, to build Gd → Ps dependency, gas
pipelines are added between power supply nodes and the nearest
gas demand nodes. To build node-to-link dependencies, the
distance between the node and the link is approximated by the
distance from the middle point of the link.

B. Flow Constraints for Interdependent Links

Interdependencies between gas and power networks are the
result of 1) the dependency of power supply nodes on the fuel
provided by gas demand nodes to generate electricity (i.e.,Gd →
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Algorithm 2: Generating the Pseudo-Tripartite Graph With
Prescribed Nodal Degree Distribution

Input: the adjacency matrix Am′ of the real infrastructure
network m′, the number of supply nodes ns, transmission
nodes nt, and demand nodes nd of the simulated
infrastructure network (the pseudo-tripartite graph) m, the
sets of supply Nm

s , transmission nodes Nm
t , and demand

nodes Nm
d , the parameter of the Poisson distribution to be

fitted λ, and the closeness matrix Cm

Output: the adjacency matrix Am of size |Nm| × |Nm|
1: Obtain the degree sequence Dm′ of network m′ by

Dm′
i =

∑|Nm′ |
j=1 Am′

ij , ∀i ∈ Nm′

2: Fit a Poisson distribution with parameter λ to the
degree sequence data Dm′

3: Sample a degree sequence Dm of size Nm from the
fitted distribution as the degree sequence of network m

4: for sets
{N1,N2} ∈ {{Ns,Nt}, {Nt,Nd}, {Nd,Nd}} do

5: for node i ∈ N1 do
6: Find the nearest min{Dm

i , |N2|} nodes to
node i

7: and connect them with node i
8: Update the adjacency matrix by Am

ij ← 1
9: end for

10: for node i ∈ N2 do
11: ifN1 contains no nodes pointing to node i then
12: Find the nearest node j to node i from N1

and
13: set Am

ji ← 1
14: end if
15: end for
16: end for
17: return Am

Ps) and 2) reliance of compressor machines in gas pipelines on
electricity from power demand nodes to increase pressure and
transport gas over long distances (i.e., Pd → Gpipe) [22].

For every power supply node i ∈ NP
s , the total amount of

natural gas transported at time t from its dependent gas demand
nodes j ∈ NG→P

− (i) is burned to generate H
∑

j∈NG→P
− (i) f

t
ji

energy with the heating value of natural gas H . Additionally, a
certain amount of energy is further converted to generate lti units
of electricity in the quadratic function with fuel consumption
coefficients au, bu, cu according to the following equation [22]:

au + bul
t
i + cu(l

t
i)

2

H
=

∑
j∈NG→P

− (i)

f t
ji, ∀i ∈ NP

s . (5)

For every gas pipeline (j, k) ∈ (AG ∪ AG→P), the power
consumption for the compressor to increase pressure and trans-
port gas is given by (6) and (7) [22]

Had,t
jk =

ZRsTj

(κ− 1)/κ

((
prtj
prtk

)(κ−1)/κ

− 1

)
,

∀(j, k) ∈ (AG ∪ AG→P) (6)

ptjk =
f t
jkH

ad,t
jk

33000ηjk
, ∀(j, k) ∈ (AG ∪ AG→P). (7)

The change in adiabatic enthalpy Had,t
jk is calculated using (6)

based on the pressure at two endpoints of the gas pipeline,
prtk and prtj , which is then used in (7) to calculate the power
consumption of the pipeline ptjk. The power consumption ptjk
is directly loaded onto its corresponding power demand node
i ∈ NP

d and is used to determine the status of power balance in
power networks, described in Section IV-C3.

Pumping stations depend on the electricity provided by the
power demand nodes to extract water from nearby rivers and then
transport the water through water pipelines to storage tanks and
end-users. For every water pipeline (j, k) ∈ (AW ∪ AW→P),
two types of power loss could occur when transporting the water:
1) the headloss pH,t

jk and 2) the friction loss pL,t
jk . The headloss

arises from overcoming the gravitational energy of transporting
water from a node at elevation hj to a node at elevation hk

[see (8)]. The friction loss results from the energy consumption
due to pipeline roughness, and the Hazen–Williams equation is
employed in (9) [40]. Similar to the dependency of gas pipelines
on power demand nodes, the power loss experienced in water
pipelines is made up using the corresponding nearest power
demand node i ∈ NP

d

pH,t
jk = ρgf t

jk(hk − hj), ∀(j, k) ∈ (AW ∪ AW→P) (8)

pL,t
jk = 10.654

(
f t
jk

β

)1.852
Cm

jk

djk
, ∀(j, k) ∈ (AW ∪ AW→P)

(9)

ptjk = pH,t
jk + pL,t

jk , ∀(j, k) ∈ (AW ∪ AW→P) (10)

In power plants, natural gas is burned to heat water and
produce steam that drives the turbines to generate electricity.
Then, large volumes of water are withdrawn from nearby rivers,
lakes, and oceans to cool the steam back into liquid water.
Assuming the conversion ratio is K (i.e., generating each unit
of electricity requires K units of water), this dependency can be
quantified using the following equation:∑

i∈NW→P
− (j)

f t
ij = Kltj , ∀j ∈ NP

s . (11)

C. Flow Constraints for Individual Networks

This subsection describes the constraints for the water, gas,
and power networks, respectively.

1) Hydraulics Modeling of Water Flow:∑
j∈NW

− (i)

f t
ji =

∑
j∈NW

+ (i)

f t
ij , ∀i ∈ NW

t (12)

∑
j∈NW

− (i)

f t
ji =

∑
j∈NW

+ (i)

f t
ij +

∑
j∈NW→P

+ (i)

f t
ij + zW,t

i , ∀i ∈ NW
d

(13)

Constraints (12) and (13) ensure the flow conservation at
water transmission nodes NW

t and water demand nodes NW
d .

Specifically, for water demand nodes, residents’ water demand
zW,t
i is incorporated as the extra sink in the flow conservation.
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2) Pipeline Modeling of Gas Flow:∑
j∈NG

− (i)

f t
ji =

∑
j∈NG

+ (i)

f t
ij , ∀i ∈ NG

t (14)

∑
j∈NG

− (i)

f t
ji =

∑
j∈NG

+ (i)

f t
ij +

∑
j∈NG→P

+ (i)

f t
ij + zG,t

i , ∀i ∈ NG
d

(15)

f t
ij = δ1e(dij)

δ2

(
Ts

Prs

)δ3
(
(prti)

2 − (prtj)
2

χδ4Cm
ijTiφ

)δ5

,

∀(i, j) ∈ (AG ∪ AG→P). (16)

Similarly to constraints (12) and (13), constraints (14) and
(15) ensure the flow conservation at transmission and demand
nodes in gas networks. Constraint (16) is the Weymouth equation
restricting the relationship between the pressure drop and the
amount of gas flow along pipelines [41], [42].

3) DC Power Flow Model:

lti = zP,t
i +

∑
(j,k)∈EW(i)

ptjk +
∑

(j,k)∈EG(i)

ptjk

+
∑

(j,k)∈EW→P(i)

ptjk +
∑

(j,k)∈EG→P(i)

ptjk, ∀i ∈ NP
d (17)

⋃
i∈NP

d

EW(i) = AW (18)

⋃
i∈NP

d

EG(i) = AG (19)

⋃
i∈NP

d

EP→W(i) = AP→W (20)

⋃
i∈NP

d

EP→G(i) = AP→G (21)

∑
i∈NP

s

lti =
∑
i∈NP

d

lti (22)

For each power demand node i ∈ NP
d , constraint (17)

considers all sources of power consumption to calculate the total
power load, including power for transporting natural gas [see
(6) and (7)], power for transporting water [see (8)–(10)], and
power to serve residents’ demand zP,t

i . Constraints (18)–(21)
ensure that every pipeline in the water and natural gas networks
is served by at least one power demand node. Similar to the
conservation constraints in water and gas networks, constraint
(22) ensures that the overall power demand is met by the overall
power supply. To obtain the power load, the power flow along
power lines f t

ij is usually evaluated using the voltage angle θ
calculated by multiplying l by the inverse of the susceptance
matrix. However, this calculation is omitted since the power
flow is solved independently of the flow optimization. More
details about the dc power flow model can be found in [18].

D. System-Level Optimization

The power, gas, and water networks are expected to operate
according to each network’s physical laws and constraints of
interdependencies. To minimize the total operational cost under

the interdependency and individual network constraints defined
previously, the system-level optimization problem is formulated
as follows:

min cW

⎛
⎝ ∑

(i,j)∈AW

f t
ijC

W
ij +

∑
(i,j)∈AW→P

f t
ijC

W→P
ij

⎞
⎠

+ cG

⎛
⎝ ∑

(i,j)∈AG

f t
ijC

G
ij+

∑
(i,j)∈AG→P

f t
ijC

G→P
ij

⎞
⎠+cP

∑
i∈NP

s

pti

s.t. P-G interdependency constraints (5)–(7)

W-P interdependency constraints (8)–(11)

water constraints (12)–(13)

natural gas constraints (14)–(16)

power constraints (17)–(22). (23)

Since constraints (5), (6), (9), and (16) are not affine, this non-
linear optimization problem is nononvex, which can be solved
using the relaxation method [43] and the multistart randomized
method (MSRM) [44]. Given that solving for the suboptimality
of our problem is fast, we can obtain numerous suboptimal
solutions from different initialization points and approximate
the global optimal by the minimum among the local optimal
solutions. As the number of suboptimal solutions from different
initialization points increases, the approximated global optimal
solution becomes closer to the true global optimum. Therefore,
we can obtain a high-quality solution by employing MSRM
without the added complexity by employing relaxation meth-
ods. MSRM obtains different local optima from different initial
points. To ensure the obtained approximate global minimum
is sufficiently close to the true minimum, we employ Latin
hypercube sampling to generate many initial points that effi-
ciently cover the entire search space. For each initialization, the
proposed optimization problem is solved using the interior point
optimizer (IPOPT), a commonly used software that implements
an interior point line search filter method to find a suboptimal
solution to large nonlinear optimization problems [45].

V. NUMERICAL SIMULATIONS

In this section, SICIN is applied along with two state-
of-the-art simulation approaches from Ouyang et al. [1] and
Fu et al. [11]1. The simulated network samples are compared to
two systems of interdependent infrastructure networks. The first
consists of real power–water–gas networks in Shelby County,
TN, USA, extensively employed in prior research studies [46].
The second is a simulated system using existing synthetic net-
works and applied to a region in South China called Xiamen [47].
The examples are used in (7) to benchmark the performance of
different simulation methods. Results demonstrate that SICIN
outperforms existing methods by producing the most realistic
representation of the real system based on topological simi-
larity metrics (e.g., average degree, and clustering coefficient)
and physical quantities (e.g., power load, water flow, and gas
pressure). We present a full comparative analysis for the Shelby

1The code and data used for the numerical experiments are available at: https:
//github.com/YuWVandy/Infrastructure-network-simulation
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County system of ICIs, including network visualization, topol-
ogy, and flow assessment. The Xiamen system is used to demon-
strate the generalizability and scalability of SICIN to other
systems of different sizes.

A. Data and Network Simulation

Individual networks are first simulated. To ensure that the
spatial features of simulated networks are on the same scale as
the real networks, we embed the whole system into a specific
region. Shelby County in Tennessee spans between (34.98◦ N,
35.4◦ N) in latitude and (−90.2◦W,−89.6◦W) in longitude. The
amount of services required for water zW,t

i , gas zG,t
i , and power

zP,t
i at the demand nodes is assumed to be proportional to the

population around each demand node. The tract-level population
data is obtained from the U.S. Census Bureau. The number of
facilities in the simulated gas, power, and water networks is set
to be the same as the corresponding networks in Shelby County.
The degree sequences of the gas, power, and water networks
in Shelby County are used to fit the Poisson distributions in
Algorithm 2. The second system is located in a coastal city in
South China and built using projections of the IEEE 24-bus
power system [20] and a gas network adapted from the IEEE
9-bus system [48]. The power network contains 10 generation
units (supply nodes) and 14 transship (transmission nodes) or
load (demand nodes) stations. The gas network contains three
pumping stations (supply nodes) and six delivery stations (de-
mand nodes), both of which are projected on a 400× 400 km
2 area in China. Bus P7 of the power network is taken as a
reference node and is located near Xiamen (24.5◦ N, 118.0◦ E)
in China [47].

Next, the interdependencies are established between the sim-
ulated networks. As described in Section II, we consider four
types of dependencies. The number of nodes on which nodes or
links in other networks depend influences the system redundancy
and affects the complexity of optimizing the system flow. The
system becomes less redundant and more vulnerable to disrup-
tions when the number of such nodes is one, i.e., there is no
backup if the dependent facility is disrupted. However, a higher
number of such nodes means more interdependent pipelines or
power lines, which incurs higher construction costs. Considering
the tradeoff between the system redundancy and the optimization
complexity (construction costs), we set the number of such nodes
to 2, e.g., in Pd → Gpipe dependency, every gas pipeline relies
on electricity provided by the two nearest 12-kV substations.

Finally, after we simulate individual networks and their inter-
dependencies, the network flow is initialized with various esti-
mates of parameters for solving the flow optimization obtained
from the literature. The value of δ1 − δ5 in constraint (16) is
given in [41] and [49] and the Weymouth method is used. We
assume that the temperature Ti and the adiabatic efficiency ηij
share the same value across all nodes and arcs.

The simulated network is visualized in Fig. 2 which shows
one type of interdependent links between power supply nodes
and water and gas demand nodes.

B. Analysis of Node Locations

Tables I and II provide a summary of the optimized overall
distance for users to access resources in the simulated and real

Fig. 2. Simulated gas–power–water system of Shelby County. The nodes in
green, red, and blue represent facilities in gas, power, and water networks. Purple
dashed lines refer to interdependent links between power, water, and gas nodes.

TABLE I
OVERALL DISTANCE (KM) TO ACCESS RESOURCES FOR SHELBY COUNTY

TABLE II
OVERALL DISTANCE (KM) TO ACCESS RESOURCES FOR XIAMEN

networks. Overall, the convergence time of the MSA algorithm
for each of the three networks and each facility type is within
1 min, demonstrating the efficiency of MSA for minimizing
the overall distance. The iteration upper bound UB(T0) in
MSA is 800, 500, 200, and 100 when the temperature range is
[0.1, 0.2], (0.2, 0.3], (0.3, 0.7], and (0.7, 1], respectively. The
search space is [0, 5], [0, 3], and [0, 2] when the temperature
range is [0.1, 0.3], [0.3, 0.5], and [0.5, 1], respectively. Since
the SA cannot guarantee the global optima, the method by Fu et
al. [11] provides a better location assignment of nodes in natural
gas networks. The overall distance obtained using Fu et al. [11],
242.33 km, is less than what SICIN obtains, i.e., 359.05 km.
And both are less than the distance of the real networks and
the method by Ouyang et al. [1]. This is the result of applying
SA to optimize the distance in SICIN and the consideration of
demand density distribution when determining node locations in
Fu et al. [11]. However, neither method considers the geographic
constraints that some locations might not be appropriate for
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TABLE III
PROPERTIES OF SYNTHETIC AND SHELBY NETWORKS

Bold values indicate the best performance.

building certain types of facilities. For example, in the solved-out
optimal distribution plan, a pumping station might be built far
from the river or a gate station is planned to be built on sites
designed for other purposes. The total distance given by our
method will increase and get close to real networks when we
consider additional constraints. Similar results are observed for
the Xiamen system. Both Fu et al. [11] and SICIN result in a
relatively shorter overall distance compared to Ouyang et al. [1]
and the real networks. Shorter overall distance indicates higher
operating efficiency. As a result, SICIN can also be used to
optimize future design of infrastructure systems.

C. Comparison of Network Topology

We use six key topological characteristics to evaluate the
performance of SICIN in comparison to the simulation methods
by Ouyang et al. [1] and Fu et al. [11]. The characteristics
include topology and spatial diameter (TD and SD), topology
and spatial efficiency (TE and SE), cluster coefficient (CC), and
the difference in the adjacency matrices (DA). The diameter D
is the length of the shortest path between the most distanced
nodes of a graph. TD measures the topological stretch of the
graph while SD measures the geographical stretch of a graph.
The network efficiency assesses how well nodes communicate
within networks (i.e., how fast a network mobilizes or delivers
the flow of service) and is equal to the inverse of the summation
of the shortest topological path lengths between all possible node
pairs i and j of the network [50]. Since the flow starts from
supply nodes and ends at demand nodes in our model, we only
consider the pair of supply nodes and demand nodes instead
of all possible node pairs. The cluster coefficient CC measures
the degree to which nodes in a graph tend to cluster together. Fi-
nally, DA measures the difference between the adjacency matrix
(normalized by the network size) of the synthetic networks
and that of real networks [51]. Tables III and IV summarize
topological characteristics of the real and synthetic networks.
The results of each simulation method are averaged over 300
realizations and compared to the Shelby County and Xiamen
networks.

Overall, SICIN generates a realistic synthetic system of ICI
networks, leading to the smallest DA. With the exception of the
SD for the water network, all properties of synthetic networks
generated using SICIN are the closest to the real networks of
Shelby County. Since the node degree and degree distribution

TABLE IV
PROPERTIES OF SYNTHETIC AND XIAMEN NETWORKS

Bold values indicate the best performance.

of the network greatly affect the network topology [52], sharing
a similar degree sequence results in a similar topology. SICIN
outperforms all other methods in terms of CC. The value of
CC depends significantly on the number of neighborhoods of
each node [53] which is determined by the degree sequence.
Therefore, a similar degree sequence also ensures a similar CC
score. According to the TE, networks generated by SICIN have
higher efficiency than those generated by other methods. This is
the result of having an upper bound of 2 for the length of most
paths in our generated networks. Given the pseudo-tripartite
structure, the paths start from the supply node, go through the
transmission node, and end at the demand node. In contrast,
a lack of constraints in other simulation methods results in
many paths with length greater than 2 (i.e., paths going through
multiple supply, transmission, and demand facilities), thereby
generating networks with TE scores that are substantially lower
than the ones of real networks. For SE, our simulated networks
have higher efficiency because we use MSA to minimize the
overall distance. Finally, the networks generated by other meth-
ods have a lower TD than those generated by SICIN. Fu et
al. [11] and Ouyang et al. [1] employ the preferential attachment
assumption that newly added nodes tend to form edges with
closer nodes that have a higher degree, and nodes tend to cluster
around hub nodes, leading to a smaller topological diameter.

D. System Flow Analysis

In addition to the comparison using network topology char-
acteristics, we further validate the performance of SICIN by
analyzing the synthetic flow to verify the system flow based on
initial flow optimization. Three specific power–gas–water net-
works are selected from the 300 simulated samples, and a system
flow optimization is performed. This analysis is conducted for
networks generated based on Shelby County. To ensure that
initial points cover the whole feasible space, Latin-hypercube
sampling is used considering seven dimensions corresponding
to seven decision variables. In each dimension, 1000 points are
sampled uniformly from 0 to 1000. For each run, we initialize
the decision variable of each dimension using the entry cor-
responding to that dimension and use IPOPT to get one local
optimal solution. This process results in 1000 local optimal
solutions, from which we select the minimum as the final optimal
solution. The optimization is implemented in Julia/JuMP 0.21.2
on a Windows 10 laptop with a 1.9 GHz Intel Core i7-8650 U
CPU and 16-GB RAM. IPOPT requires the objective function
and constraints to be twice differentiable. Therefore, additional
constraints are added to impose a nonzero lower bound on the
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Fig. 3. Comparison of optimal solutions from spring (left) to winter (right). (From top to bottom) Simulated power load for power supply nodes, water flow along
interdependent water pipelines from water demand nodes to power supply nodes for cooling purposes, and gas pressure of interdependent gas pipelines from gas
demand nodes to power supply nodes. The black dashed lines in figures of power load simulation represent users’ electricity demand in Shelby County.

decision variables,prti andf t
ij , since these are in the denominator

as a result of the second derivatives of constraints (6), (9), and
(19), as follows:

f t
ij ≥ δ, ∀(i, j) ∈ (AW ∪ AW→P) (24)

prti ≥ δ, ∀i ∈ (NG ∪ NP
s ). (25)

Four days are selected from each of the four seasons. For
each day, the optimization is solved hourly from 00 to 23 h
using inputs of different power consumption loads to obtain the
hourly schedule of each power gate station. We then compare
the hourly schedule with users’ electricity demand in Tennessee
to validate the optimization. For every single optimization,
the global optimal is approximated by utilizing the multistart
method and keeping the minimum solution. To obtain the power
consumption load, we first calculate the annual average power
consumption of each person pannual based on annual electricity
consumption per residential customer according to

pannual =
Wannual

tannual
(26)

where W annual is the total electricity consumption per residen-
tial customer in a year obtained from the U.S. Energy Informa-
tion Administration (EIA) [54] and tannual is the equivalent of
one year in seconds. Then, the hourly average power consump-
tion in season “sea” of each person psea,hour is calculated by
multiplying the annual average power consumption pannual by
the hourly ratio as shown in

psea,hour =
Wsea,hour

ave

Wannual,hour
ave

pannual

sea ∈ {SP, SU,AU,WIN}, hour ∈ [0, 23] (27)

where Wsea,hour
ave

Wannual,hour
ave

is the hourly ratio, and

Wsea,hour
ave (Wannual,hour

ave ) represents the seasonal (annual)
electricity consumption over an hour. The electricity
consumption is calculated by averaging people’s total electricity
consumption in a season (a year) over the seasonal (annual)
time. We select four days from the year 2019 to represent the
four seasons, April 15 (SP), July 15 (SU), October 15 (AU),
and January 15 (WIN). For each day, we calculate psea,hour

at different times and solve the optimization to get the four
hourly schedules over 24 h. The schedules are compared with
the actual electricity demand value of users in Shelby County.
Data on electricity consumption in Tennessee is collected
from EIA [54]. The data is used to calculate Wsea,hour

ave and
Wannual,hour

ave .
Fig. 3 presents the optimization results, with outcomes from

spring to winter shown in columns from left to right and each
panel representing the power load of gate stations, water flow
along water pipelines, and gas pressure in gas pipelines, re-
spectively. For the power load, the black dashed line represents
the actual power demand in Shelby County. The colored curves
represent the power load at the nine gate stations. The value at
each time point is obtained by dividing the total power demand
value by 9 which is equal to the number of power supply nodes.
Generally, for all four seasons, the power load decreases from
00 to 05 h as a result of decreased human activity. The similarity
in the pattern of the power load and actual demand from local
residents is the result of the power load balancing between power
consumption and power generation considering the residents’
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demand zP,t
i in constraint (17). In the summer, the peak occurs

around 16 h due to increased cooling demand. For the other
three seasons, the peak occurs at around 20 h, which conforms
with typical electricity usage trends. The users’ demand curve
is within the limits of power load curves from all gate stations.
This means that the hourly power load schedule solved by the
optimization satisfies users’ demand.

For water networks, the water flow in all pipelines from
spring to winter is less than 0.13 m3/s which is below the
capacity, 1.13 m3/s, of water pipelines of diameter 0.6 m [55].
One pipeline, represented by the brown curve, has a water flow
equal to 0 all day and across all four seasons. This is the result of
setting the dependent number to 2, which means that each power
supply node is assigned two water pipelines (Section V-A). In
this case, power supply nodes that depend on this water pipeline
have satisfied the demand from the other water pipelines. Given
that all water pipelines operate below capacity, the cost of
transporting water is low, and the optimization has assigned all
the flow to the other water pipelines. The pipeline represented
by the brown curve, however, can play a critical backup role in
the event of a disaster. The trend in water flow over time follows
that of the power load due to the interdependency between
water and power, wherein power supply nodes require water for
cooling.

Finally, the gas pressure change follows the same trend be-
cause electricity is generated by burning natural gas and higher
demand for electricity results in higher consumption of natural
gas. As the volume of natural gas along pipelines increases, the
pressure used for transporting natural gas increases according
to constraint (16). Although the natural gas transported through
interstate pipelines travels at a pressure ranging from 200 to 1500
psi [56], the solved pressure is for in-state pipelines, which is
much lower than interstate pipelines [56]. Depending on the
type of gas pipelines, the typical pressure could be 100, 125, or
250 psi, which verifies the pressure obtained by our optimization
model.

VI. CONCLUSION AND FUTURE WORK

The lack of data on interdependent infrastructure systems has
limited the ability to understand and model these systems and
their interactions to evaluate their vulnerability and resilience.
This study proposes an approach, SICIN, to simulate synthetic
ICI networks. SICIN is the first method to consider the simul-
taneous network flow optimization of multiple infrastructure
networks to synthesize interdependent links. The contributions
of this work include 1) the generated synthetic network that
can facilitate future research on ICI systems by providing a
benchmark to test and validate models, and 2) the generalized
algorithm that can be used to simulate other infrastructure net-
works given partial information of real systems.

A limitation of SICIN is that it does not consider specific
geographic and landscape constraints. The generated locations
of infrastructure facilities may not be feasible across different
areas. Future work can investigate specific constraints and in-
corporate other infrastructure such as road networks into the
simulation of interdependencies. Finally, to ensure the scalabil-
ity of the approach to larger systems, future work can explore
other metaheuristics for our problem to improve the convergence
speed, such as hybrid metaheuristics [57].
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