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Background – Group Fairness
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𝑠: group
8𝑦: label

Δ!" = 𝑃 $𝑦 = 1 𝑠 = 0 − 𝑃 $𝑦 = 1 𝑠 = 1

Δ$% = 0

Δ$% = 1

Discriminative and unfair decision!

𝑠: sensitive attribute

Fair!

Bias!
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Background – Sensitive leakage
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Background – Correlation variation
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Motivation – Correlation variation
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Mask feature channels with higher correlation to 
the sensitive attributes

German Credit
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FairVGNN – Fair View Graph Neural Network
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Graph Domain Challenge Solution: FairVGNN

What we desire
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FairVGNN – Fair View Graph Neural Network
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Fair Feature View Generation
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𝒎%
𝒌 ∼ Bernoulli 1 − 𝑝% , ∀𝑖 ∈ {1,2, . . , 𝑑}

Gumbel Softmax

𝐦% , 𝐦% are independent
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FairVGNN – Fair View Graph Neural Network
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Fair Feature View Generation
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FairVGNN – Fair View Graph Neural Network
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FairVGNN – Fair View Graph Neural Network
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FairVGNN – Datasets and Baselines
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Augmentation-based: NIFTY, EDITS Adversarial-based: FairGNN
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FairVGNN – Experiments
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(1) Compared with vanilla GNN model, the bias-mitigating model can achieve lower bias

(2) Compared with other baselines, FairVGNN can achieve even better trade-off between 
fairness and  utility performance
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FairVGNN – Adversarial training
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(1) Removing either the generator or the discriminator would lower the fairness

(2) Removing the discriminator causes the highest bias 



my.vanderbilt.edu/nds

FairVGNN – Adaptive weight clamping
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Contributions
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Novel problem Solution: FairVGNN

New Finding: bias and homophily
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Concurrent and Future work
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Network channel homophily, propagation and fairness
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Correlation variation

Mitigating Labeling bias (CIKM 22)
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Structural explanation for bias (KDD 22)
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