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Motivation – Tree Decomposition
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Iterative propagation framework 
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Motivation – Tree Decomposition
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Method – Tree Decomposition
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Motivation – Multi-hop dependency
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What’s the weight for these edges?

𝑣( → 𝑣#

Multi-hop dependency
Width of GNNs
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Method – Multi-hop dependency
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Graph Diffusion
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Framework - TDGNN
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Experiment
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Semi-supervised setting
(1) 20 training nodes each class
(2) Fixed splitting and random splitting

Full-supervised setting 
(1) 48% training nodes each class
(2) Fixed splitting
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Experiment - Semi-supervised classification
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TDGNN-s, TDGNN-w rank 1st and 3rd

TDGNN-s, TDGNN-w utilize less layers of neighborhoods

Random setting – more robustness to data distribution
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Experiment - Full-supervised classification

Slide 10

TDGNN-w, TDGNN-s rank 1st and 2nd

TDGNN-s, TDGNN-w leverage different layers of neighborhoods
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Experiment – Further Probe
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Alleviate over-smoothing

Cora Citeseer
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Experiment – Further Probe
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Cora Citeseer

Texas Wisconsin
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Conclusion
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Tree decomposition to alleviate over-smoothing between different layers

Graph diffusion to incorporate multi-hop dependencies

Width is also important 
compared with depth!
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Future Directions
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Incorporate self-supervised learning with deeper GNNs

Layer adaptive -> node adaptive

Node/Graph imbalance classification

ℒ = ℒ)*+ + ℒ),-
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Project webpage:
https://github.com/YuWVandy/TDGNN

Please see my homepage for 
more details!

https://yuwvandy.github.io/
Thank you! 

Any question?


