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Sensitive Leakage: sensitive correlation changes after 
feature propagation!
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Structural explanation for bias
(KDD 22 Poster-79)

Channel homophily, propagation and fairness
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Attribute 1
Attribute 2
Sensitive attribute

Homophily: 0.8 Homophily: 0.2 Homophily: 0.2

Imbalanced Label Propagation
(MLG@KDD 22)

Fairness and Explanation
(Coming soon!)

Personal website Wechat

Fair View Graph Neural Network
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Fair Feature View Generation
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'𝐗- = 𝐗⊙𝐦- = [𝐗./⊙𝐦,… , 𝐗0/⊙𝐦]

𝒎1
𝒌 ∼ Bernoulli 1 − 𝑝1 , ∀𝑖 ∈ {1,2, . . , 𝑑}

'𝐗 ~ ℙ𝜽!(⋅ |𝐗)
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𝐦1,𝐦3 are independent

(a)-(b) Masking channel with less sensitive correlation leads to more biased predictions and higher model utility.

(c)-(d) Some originally innocuous feature channels become highly correlated to the sensitive feature channel.

(c)-(d) Different feature channels have different changing speed on their sensitive correlation.

𝜒: Network homophily
𝜇: The mean of the embedding difference

∆𝜇: The mean of the initial feature difference

𝐖: Weight of the 1st hidden layer
𝜖: Preset threshold

𝐩!: Keeping probability

Network homophily is closely related to Graph Fairness

Δ!" = 𝑃 &𝑦 = 1 𝑦 = 1, 𝑠 = 0 − 𝑃 &𝑦 = 1 𝑦 = 1, 𝑠 = 1


